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We report a new high-precision measurement of the inclusive jet longitudinal double-spin asym-
metry, ALL, in polarized pp collisions at center-of-mass energy

√
s = 200 GeV. The STAR data

place stringent constraints on modern polarized parton densities extracted from next-to-leading or-
der global analyses of deep inelastic scattering (DIS), semi-inclusive DIS, and RHIC pp data. These
results provide the first experimental indication of non-zero gluon polarization in the Bjorken-x
region sampled at RHIC.

A fundamental and long standing puzzle in Quantum
Chromodynamics (QCD) concerns how the intrinsic spin
and orbital angular momentum of the gluons, valence and
sea quarks sum to give the proton spin of ~/2. The flavor
summed quark and anti-quark spin contribution (∆Σ) is
the only distribution that has been measured to a relative
precision of ∼10%, and it accounts for less than a third
of the total proton spin budget [1–5]. Due to the limited
kinematic reach of fixed target experiments, the same
polarized deep-inelastic scattering (DIS) data [6] used to
extract ∆Σ are capable of only loosely constraining the
gluon spin (∆G) contribution.

The measurement of asymmetries directly sensitive to
the gluon helicity distribution was a primary motivation
for establishing the spin structure program at the Rela-
tivisitic Heavy Ion Collider (RHIC). Since the commence-
ment of the RHIC spin program, several inclusive jet [7–
9] and pion [10–13] asymmetry measurements have been
incorporated into the next-to-leading-order (NLO) per-
turbative QCD (pQCD) fits. While these data provide
significant constraints on ∆G by ruling out large posi-
tive or negative contributions to the proton spin, they
lack the statistical power to distinguish even a moderate
gluon contribution, comparable to the quark contribu-
tion, from zero. The inclusive jet asymmetries presented
here benefit from a significant increase in the event sam-
ple as well as improved jet reconstruction and correction
techniques, allowing for the first time a measurement ca-
pable of discerning a non-zero ∆G.

The inclusive jet longitudinal double-spin asymmetry,
ALL, is defined as:

ALL =
σ++ − σ+−

σ++ + σ+−

, (1)

where σ++(σ+−) is the differential cross section when the
beam protons have the same (opposite) helicities. This
asymmetry provides direct sensitivity to the gluon polar-
ization [14] because inclusive jet production in

√
s = 200

GeV/c collisions is dominated by quark-gluon (qg) and
gluon-gluon (gg) scattering for the jet transverse mo-
menta (5 < pT < 35 GeV/c) discussed in this analysis.

The data presented here are extracted from an inte-
grated luminosity of 20pb−1 recorded in the year 2009
with the STAR detector [15] at RHIC. The polariza-
tion was measured independently for each of the two

counter-rotating proton beams (hereafter designated blue
(B) and yellow (Y)) and for each fill using Coulomb-
Nuclear Interference (CNI) proton-carbon polarimeters
[16], which were calibrated via a polarized atomic hy-
drogen gas-jet target [17]. Averaged over RHIC fills, the
luminosity-weighted polarizations for the two beams were
PB = 0.574 and PY = 0.573, with a 6.5% relative uncer-
tainty on the product PBPY . The helicity patterns of the
colliding beam bunches were changed between beam fills
to minimize systematic uncertainties in the ALL mea-
surement. Segmented Beam-Beam Counters (BBC) [18]
located up and downstream of the STAR interaction re-
gion (3.3 < |η| < 5) measured the helicity-dependent
relative luminosities and served as local polarimeters.

The STAR subsystems used to measure jets are
the Time Projection Chamber (TPC) and the Bar-
rel (BEMC) and Endcap (EEMC) Electromagnetic
Calorimeters [15]. The TPC provides tracking for
charged particles in the 0.5T solenoidal magnetic field
for pseudo-rapidities |η| < 1.3 and 2π in the azimuthal
angle φ. The BEMC and EEMC cover a fiducial area of
−1 < η < 2 and 0 < φ < 2π, and provided triggering
and detection of photons and electrons.

Events were recorded if they satisfied the jet patch (JP)
trigger condition in the BEMC or EEMC. The JP trigger
required a ∆η × ∆φ = 1 × 1 patch of towers to exceed
a transverse energy threshold of 5.4 (JP1, prescaled) or
7.3 (JP2) GeV, or two adjacent patches to each exceed
3.5 GeV (AJP). The implementation of the AJP condi-
tion combined with a reconfiguration of the jet patches
so that they overlapped in η resulted in a 37% increase
in jet acceptance compared to previous years [7, 8]. Up-
grades in the data acquisition system allowed STAR to
record events at several hundred Hz and ∼5% dead time
compared with 40 Hz and 40% dead time during the 2006
run [7].

Jets were reconstructed using the mid-point cone al-
gorithm [19] with a radius of 0.7 and the anti-kT algo-
rithm [20], as implemented in the FastJet package [21],
for radius parameters ranging from 0.5-0.7. Both algo-
rithms used TPC tracks and calorimeter towers as in-
put for clustering. The jet asymmetries presented in this
Letter utilize the anti-kT algorithm with a radius pa-
rameter R = 0.6. The change from the mid-point cone
algorithm used in previous STAR inclusive jet analyses
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FIG. 1: (Color online.) Fraction of the total jet transverse
energy ET contained in a cone of radius ∆R centered around
the jet thrust axis. The ET fraction is plotted as a function of
the ratio ∆R/R for two different jet definitions for both data
(points) and simulations (histograms). The error bars show
the simulation statistics. Those for the data are smaller than
the points.

[7–9] was motivated by studies indicating that anti-kT

jets are less susceptible to pile-up and underlying event
contributions. The difference between the two jet algo-
rithms is illustrated in the jet profiles at low and high
jet pT shown in Fig. 1. At low-pT , pile-up and underly-
ing event can provide a relatively significant contribution
to the jet energy. These contributions distort the rela-
tion between the jet energy and that of the parent hard-
scattered parton. They also preferentially add energy to
the jet periphery, which can introduce trigger bias. The
upper panel of Fig. 1 shows that the anti-kT algorithm
integrates a larger fraction of the jet energy at a given
distance from the jet thrust axis than the mid-point cone
algorithm. The core of jets reconstructed with the anti-
kT algorithm is harder, and those jets are less affected
by soft particles. At high-pT , where the presence of soft
particles from pile-up and underlying event is less impor-
tant, both jet algorithms perform similarly, as shown in
the lower panel of Fig. 1. In all cases, we obtain good
agreement between data and simulations. R = 0.6 was
chosen to minimize jet energy scale corrections. A com-
parison of the fully corrected mid-point cone and anti-kT

inclusive jet ALL values showed no statistically signifi-
cant difference.

Jets were required to have pT > 5 GeV/c and |η| < 1.0
in order to minimize the effects of the detector accep-
tance on the jet energy scale. Beam backgrounds from

upstream sources, observed as neutral energy deposits in
the B/EEMC, were minimized by requiring the neutral
energy fraction (NEF) of the jet energy to be less than
0.94. Only jets which pointed to a triggered jet patch (or
pair of patches for the AJP trigger) were considered for
analysis. The top panel in Fig. 2 demonstrates the effect
of the calorimeter trigger on the jet NEF. The higher
threshold JP2 trigger skews the sample to larger neutral
energies, especially for lower pT jets reconstructed near
the trigger threshold. The lower panel shows how these
biases decrease with increasing jet pT .

Most frequently charged hadrons deposit energy equiv-
alent to a minimum ionizing particle (MIP) in the
calorimeter towers. Since the TPC reconstructs the mo-
mentum of all charged particles, the inclusion of tower
energy from charged hadrons results in an overestima-
tion of the jet energy. Fluctuations in the deposited
tower energy when charged hadrons shower further dis-
tort the jet energy and degrade the jet energy resolution.
In previous STAR jet analyses [7–9], this hadronic en-
ergy was removed from the jet by subtracting a MIP
from any BEMC or EEMC tower with a charged track
passing through it. In this analysis, up to the total pT

of the charged track was subtracted from the ET of the
matched tower. This procedure reduces the jet energy
scale corrections and results in an improved jet energy
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FIG. 2: (Color online.) Jet neutral energy fraction (NEF)
comparing data (points) with simulations (histograms). The
broad flat distribution in the upper panel arises from nearly
equal contributions from the two different trigger thresholds.
The lower panel illustrates the impact on NEF of the different
hadronic correction schemes discussed in the text. The error
bars show the simulation statistics. Those for the data are
smaller than the points.
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resolution, ∼18% compared to ∼23% in previous analy-
ses. The bottom panel of Fig. 2 demonstrates the effect
of this new hadronic subtraction scheme on the jet NEF.

Simulated events are used to calculate jet energy scale
corrections and to estimate systematic errors. This anal-
ysis utilized a simulation sample constructed from QCD
events generated using the Perugia 0 tune in PYTHIA
6.425 [22]. The PYTHIA events were processed through
the STAR detector response package, which is based on
GEANT 3 [23], and then embedded into the detector re-
sponse from randomly triggered data events. The TPC
tracks and calorimeter hits reconstructed from the em-
bedded simulation sample incorporate the same beam
backgrounds and pile-up contributions as the data sam-
ple, resulting in the excellent agreement between the data
and simulation distributions shown in Figs. 1 and 2.

The jet pT reconstructed at the detector level was cor-
rected to both the particle and parton level. Particle
jets have been corrected for trigger and detector effi-
ciency and resolution effects, while parton jets include
additional corrections for hadronization and underlying
event effects. The anti-kT algorithm with R = 0.6 was
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FIG. 3: (Color online.) Midrapidity (|η| < 0.5, upper panel)
and forward rapidity (0.5 < |η| < 1, lower panel) inclusive jet
ALL vs parton jet pT , compared to predictions from several
NLO global analyses. The error bars are statistical. The gray
boxes show systematic uncertainties.

used to reconstruct particle and parton jets from the
PYTHIA record for events in the simulation sample de-
scribed above. Detector level jets were matched to the
particle (parton) jet closest in η − φ space and within a
∆R ≤ 0.5. Association probabilities ranged from 99% in
the lowest pT bin to 100% for pT > 9.9 GeV/c for par-
ticle jets and from 76% in the lowest pT bin and 86% in
the next bin to > 98% for pT > 9.9 GeV/c for parton
jets. Asymmetry values are then plotted at the the aver-
age particle (parton) jet pT for each detector jet pT bin.
The average particle and parton jet pT ’s and associated
errors are given in online tables located on the STAR
publication webpage.

The asymmetry ALL was evaluated according to,

ALL =

∑
(PBPY ) (N++ − RN+−)

∑
(PBPY )

2
(N++ + RN+−)

, (2)

in which PB,Y are the measured beam polarizations,
N++ and N+− denote the inclusive jet yields for equal
and opposite proton beam helicity configurations, and R
is the measured relative luminosity. Each sum is over 10
to 60 minute long runs, a period much shorter than typi-
cal time variations in critical quantities such as PB,Y and
R. Typical values of R range from 0.85 to 1.2 depending
on fill and bunch pattern.

Figure 3 shows the inclusive jet ALL plotted as a func-
tion of parton jet pT for two η bins. The STAR trigger
biases the data sample by altering the natural subpro-
cess fractions (gg vs. qg vs. qq) predicted by NLO pQCD
calculations. Similarly, detector and trigger resolutions
may smear and distort the raw ALL values. The size
of these effects depends on the value and shape of the
gluon distribution as a function of the lightcone momen-
tum fraction x. The raw ALL values were corrected for
trigger and reconstruction bias effects by using the sim-
ulation to compare asymmetries at the detector, particle
and parton levels. PYTHIA is not a polarized generator,
but asymmetries can be constructed by using the kine-
matics of the hard interaction to access polarized and un-
polarized parton distribution functions (PDFs) and cal-
culate the partonic scattering cross-sections on an event
by event basis. In this way the ALL for three sets of
polarized PDFs - DSSV [1, 2], DSSV09a, and LSS10p
[4] - were compared. DSSV09a is a private version of
the DSSV codes that incorporates the data presented in
this Letter. The average of the minimum and maximum

δALL = Adetector
LL − A

particle(parton)
LL values for each parti-

cle and parton jet pT were used to correct the raw ALL

by amounts ranging from 0.0002 at low pT to 0.0011 at
high pT .

The heights of the shaded error boxes on the ALL

points in Fig. 3 reflect the quadrature sum of the system-
atic uncertainties due to corrections for the trigger and
reconstruction bias (2 − 55 × 10−4) and residual trans-
verse polarization (3− 26× 10−4), both of which are pri-
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marily point-to-point. Contributions to ALL from non-
collision backgrounds, such as cosmic rays and beam-gas
interactions, were estimated to be less than 2% of the
statistical uncertainty on ALL for all jet pT bins and
deemed negligible. The relative luminosity uncertainty
(±5×10−4), which is common to all the points, is shown
by the gray band on the horizontal axis. The width of
the shaded error boxes reflects the total systematic er-
ror on the jet energy scale. This includes calorimeter
tower gain and efficiency and TPC tracking efficiency
and momentum resolution effects. An additional uncer-
tainty to account for discrepancies between the NLO and
PYTHIA cross-sections was added in quadrature when
correcting back to the parton jet level. At the parton
level the PYTHIA-NLO shift uncertainty dominates for
most bins, making the final energy scale uncertainties
highly correlated. Longitudinal single-spin asymmetries,
AL, measure parity-violating effects arising from weak
interactions and are expected to be negligible relative to
the 2009 statistical errors. AL was measured and found
to be consistent with zero for each beam.

The theoretical curves in Fig. 3 illustrate the expected
ALL if the polarized PDF associated with the correspond-
ing global analysis is used as input. These predictions
were made by inserting the polarized PDFs from BB [3],
DSSV [1, 2], LSS [4] and NNPDF [5] into the NLO jet
production code of Mukherjee and Vogelsang [24]. The
BB10 and NNPDF polarized PDFs fit only inclusive DIS
data, while LSS fits both inclusive and semi-inclusive DIS
(SIDIS) datasets. LSS provides two distinct solutions
for the polarized gluon density of nearly equal quality.
The LSS10 gluon density has a node at x ∼ 0.2, and
the LSS10p gluon is positive definite at the input scale

FIG. 4: (Color online.) Gluon polarizations from NNPDF
(blue dot-dashed curve, 1350 hatched uncertainty band) [5],
and from modified versions of NNPDF that we obtain when
including the 2006 (green dashed curve, 450 hatched uncer-
tainty band) or 2006+2009 (red solid curve and uncertainty
band) STAR inclusive jet ALL results through reweighting.

Q2
0 = 2.5 GeV2. DSSV is the only fit that incorporates

DIS, SIDIS, and RHIC pp data.

The STAR jet data fall between the predictions of
BB10 and DSSV. In both cases, the measurements fall
within the quoted uncertainty bands. LSS10p is consis-
tent with the STAR jet data (χ2 = 22.5 for 22 degrees of
freedom). In contrast, the STAR jet asymmetries are sys-
tematically above the predictions of LSS10 and fall out-
side the LSS10 uncertainty band for pT < 15 GeV/c. The
STAR jet asymmetries are also systematically above the
predictions of NNPDF. At forward rapidity for pT > 17
GeV/c, they fall outside the NNPDF uncertainty band.

The NNPDF group has developed a reweighting
method to include new experimental data into an ex-
isting PDF set without the need to repeat the entire fit-
ting process [25, 26]. We have implemented this method
to produce modified NNPDF fits that include the 2006
STAR jet data [7] and the 2006+2009 STAR jet data. We
find that the jet data have a negligible impact on the po-
larized quark and anti-quark distributions, but a signifi-
cant impact on the polarized gluon distribution. Figure
4 shows the original NNPDF polarized gluon distribu-
tion as a function of x at Q2 = 10 GeV2, as well as the
modified fits with the 2006 and 2006+2009 STAR data.
The integral of ∆g(x) over the range 0.05 < x < 0.5 is
0.06 ± 0.18 for the original NNPDF fit and 0.21 ± 0.10
when the fit is reweighted using the STAR jet data. The
inclusion of the STAR jet data results in a substantial
reduction in the uncertainty of x∆g(x) and indicates a
preference for the gluon helicity contribution to be posi-
tive in the RHIC kinematic range.

Plan to add paragraph here about new DSSV fit in-
cluding ’09 RHIC data from companion article.

In summary, we report a new high-precision measure-
ment of the inclusive jet longitudinal double-spin asym-
metry ALL in polarized pp collisions at

√
s = 200 GeV.

The STAR data fall between the predictions of DSSV
and BB10. LSS10p (positive solution) is consistent with
our data within uncertainties, whereas LSS10 (node so-
lution) is excluded. Inclusion of these data into NNPDF
via reweighting shows they provide the first experimen-
tal indication of non-zero gluon polarization in the range
0.05 < x < 0.5 sampled at RHIC. A new global analysis
that includes the STAR jet data presented here is needed
to extract a more precise polarized gluon density and its
error estimate.
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